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G D P

• countries.csv 
• Create a scatterplot of prior gdp (x-axis) and 

gdp (y-axis)
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• On average, how much higher is the current GDP of a country 
whose prior GDP was 400 instead of 600?
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• On average, how much higher is the current GDP of a country 
whose prior GDP was 400 instead of 600?



G D P

Run: 200

Rise: 320

Slope=Rise over run=320/200=1.6
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Run: 200

Rise: 320

• For every one unit increase in prior GDP, current GDP is 
expected to increase by 1.6 (320/200)



G D P

Intercept

Intercept=0.7
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Intercept

• If prior GDP is 0, GDP is expected to be 0.7



L I N E A R  R E G R E S S I O N

• Linear regression: Equation that tells us 
direction and size of relationship between 
independent variable (IV) and dependent 
variable (DV) 

• DV = Intercept + Slope * IV + error
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• GDP = 0.7 + 1.6 * Prior GDP + error
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• GDP = 0.7 + 1.6 * Prior GDP + error



P R E D I C T I O N  E R R O R

• For each observation, we have a prediction 
error: y - ŷ 
• y: actual observed value 
• ŷ: predicted value (by regressions line) 
• y - ŷ: prediction error, residual 

• We square the prediction errors: (y - ŷ)2 

• Squared prediction errors especially large for 
predictions that are way off 
• e.g. prediction error 2 vs. 20 
• squared prediction errors will be 4 vs. 400



B E S T  L I N E

• The best line is the one with the smallest sum 
of squared prediction errors 

• “Ordinary Least Squares” (OLS) Linear 
Regression



E X A M P L E

• pres12.csv 

• How does Obama’s vote share in 2012 depend 
on his 2008 vote share?



E X A M P L E

• pres08.csv, pres12.csv



E X E R C I S E

• Create a scatterplot of Obama’s 2008 vote 
share (x-axis) and 2012 vote share (y-axis) 

• Estimate a linear regression to predict his 2012 
vote share using his 2008 vote share 

• Add the regression line to your scatterplot 
• Interpret the intercept and slope coefficients 
• What’s the predicted 2012 vote share for a 

state where he got 50% in 2008?
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E X P L A N AT O RY  P O W E R  M E A S U R E

• Need: measure of how well independent 
variable explains dependent variable in a linear 
regression



E X P L A N AT O RY  P O W E R  M E A S U R E

• Measure is called R2 
• R2 tells us how much variation of the 

dependent variable is explained by the 
independent variable 
• Between 0 and 1 
• 0: The independent variable explains none of the 

variation in the dependent variable 
• 1: The independent variable explains all of the 

variation in the dependent variable


